
• Goal: extract the participants for an event described in a sentence
• Input: sentence, event trigger
• Output: (role, argument) pairs
• Challenge:
• Dependency
• Event structure

Event Argument Extraction
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• Training examples come from source languages
• Testing examples come from target languages
• Challenge:
• Discrepancy between language properties
• Different vocabularies, different word order and grammar, etc.

Zero-Shot Cross-Lingual Event Argument Extraction

• Most previous approaches are classification-based models
• GATE [Ahmad+ 2021] and CL-GCN [Subburathinam+ 2019]

• Recently, several works have shown that generation-based 
models perform better than classification-based models
• DEGREE [Hsu+ 2022], BART-Gen [Li+ 2021], and TANL [Paolini+ 2021]

• Strong performance, but specific to the monolingual setting

Previous Approaches

• We aim to explore the possibility of applying generation-based 
models for zero-shot cross-lingual event argument extraction
• Output design
• Prompt design

Our Goal

Proposed Method: X-Gear - Language-Agnostic Output Format

Proposed Method: X-Gear - Prompt Design and Copy Mechanism

• Argument Classification F1 on ACE-2005

• Alation Study on Copy Mechanism

• Including event type in prompts

Main Experiments

• We propose X-Gear, a generation-based model for zero-shot 
cross-lingual event argument extraction
• Inherit the benefits of generation-based models
• Language-agnostic templates 
• Copy mechanism

• Significant improvements over previous baselines

Conclusion

Error Analysis

Code is available at
https://github.com/PlusLabNLP/X-Gear
https://github.com/PlusLabNLP/TextEE

X-Gear

TextEE


